Applied Qualitative Research Design: A Total Quality Framework Approach

Sub-di sci pline of systens engi neering that enphasi zes dependability

Reliability engineering is a sub-discipline of systens engi neering that

enphasi zes the ability of equipnent to function without failure. Reliability
describes the ability of a system or conponent to function under stated
conditions for a specified period of tine.[1l] Reliability is closely related to
availability, which is typically described as the ability of a conponent or
systemto function at a specified nmonent or interval of tine.

The reliability function is theoretically defined as the probability of success
at tinme t, which is denoted R(t). This probability is estimted fromdetail ed
(physics of failure) analysis, previous data sets or through reliability testing
and reliability nodelling. Availability, testability, maintainability and

mai nt enance are often defined as a part of "reliability engineering” in
reliability programs. Reliability often plays the key role in the
cost-effectiveness of systens.

Reliability engineering deals with the prediction, prevention and nanagenent of
high levels of "lifetinme" engineering uncertainty and risks of failure. Although
stochastic paraneters define and affect reliability, reliability is not only
achi eved by nathematics and statistics.[2][3] "Nearly all teaching and
literature on the subject enphasize these aspects, and ignore the reality that
the ranges of uncertainty involved largely invalidate quantitative nethods for
predi ction and neasurenent."[4] For exanple, it is easy to represent
"probability of failure" as a synbol or value in an equation, but it is al nost
i mpossible to predict its true magnitude in practice, which is nassively

mul tivariate, so having the equation for reliability does not begin to equal
havi ng an accurate predictive nmeasurenment of reliability.

Reliability engineering relates closely to Quality Engi neering, safety

engi neering and system safety, in that they use conmon nethods for their
analysis and may require input fromeach other. It can be said that a system
nmust be reliably safe.

Reliability engineering focuses on costs of failure caused by system downti ne,
cost of spares, repair equi pment, personnel, and cost of warranty clains.[5]

H story [ edit ]

The word reliability can be traced back to 1816, and is first attested to the
poet Saruel Tayl or Col eridge.[6] Before World War Il the termwas |inked nostly
to repeatability; a test (in any type of science) was considered "reliable" if
the sanme results would be obtained repeatedly. In the 1920s, product inprovemnent
t hrough the use of statistical process control was pronoted by Dr. VWalter A
Shewhart at Bell Labs,[7] around the tinme that WAl oddi Wi bull was working on
statistical nodels for fatigue. The devel oprment of reliability engi neering was
here on a parallel path with quality. The nodern use of the word reliability was
defined by the U S mlitary in the 1940s, characterizing a product that would
operate when expected and for a specified period of tine.
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In World War I, many reliability issues were due to the inherent unreliability

of electronic equi pnment available at the time, and to fatigue issues. In 1945, M A Mner published the sem nal paper
titled "Cunmul ati ve Damage in Fatigue" in an ASME journal. A main application for reliability engineering in the
mlitary was for the vacuumtube as used in radar systens and other electronics, for which reliability proved to be
very problematic and costly. The | EEE fornmed the Reliability Society in 1948. In 1950, the United States Departnent of
Defense formed a group called the "Advisory Goup on the Reliability of Electronic Equi pnent” (AGREE) to investigate
reliability nmethods for mlitary equipnent.[8] This group recommended three main ways of working:

| nprove conponent reliability.
Establish quality and reliability requirenents for suppliers.
Collect field data and find root causes of failures.

In the 1960s, nore enphasis was given to reliability testing on conponent and system |l evel. The fanous nilitary
standard M L-STD- 781 was created at that tinme. Around this period also the nuch-used predecessor to mlitary handbook
217 was published by RCA and was used for the prediction of failure rates of electronic conponents. The enphasis on
conmponent reliability and enpirical research (e.g. M| Std 217) alone slowy decreased. Mre pragnatic approaches, as
used in the consuner industries, were being used. In the 1980s, televisions were increasingly made up of solid-state
sem conductors. Autonobiles rapidly increased their use of semiconductors with a variety of mcroconputers under the
hood and in the dash. Large air conditioning systenms devel oped el ectronic controllers, as had nicrowave ovens and a
vari ety of other appliances. Comruni cations systens began to adopt electronics to replace ol der nmechanical sw tching
systens. Bellcore issued the first consuner prediction nethodol ogy for tel econmuni cations, and SAE devel oped a simlar
docunent SAE870050 for autonotive applications. The nature of predictions evolved during the decade, and it becane
apparent that die conplexity wasn't the only factor that determined failure rates for integrated circuits (I1Cs). Kam
Wbong publi shed a paper questioning the bathtub curve[9] 4€”see also reliability-centered mai ntenance. During this
decade, the failure rate of many conponents dropped by a factor of 10. Software becane inportant to the reliability of
systens. By the 1990s, the pace of |IC devel opment was picking up. Wder use of stand-al one nicroconputers was conmon,
and the PC market hel ped keep I C densities followi ng More's | aw and doubling about every 18 nonths. Reliability

engi neering was now changing as it noved towards understanding the physics of failure. Failure rates for conponents
kept dropping, but systemlevel issues becanme nore prominent. Systens thinking becane nore and nore inportant. For
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software, the CMM nodel (Capability Maturity Mdel) was devel oped, which gave a nore qualitative approach to
reliability. 1SO 9000 added reliability neasures as part of the design and devel opment portion of certification. The
expansi on of the World-Wde Wb created new chal | enges of security and trust. The older problemof too little
reliability information avail abl e had now been replaced by too nuch infornmati on of questionabl e val ue. Consuner
reliability problens could now be discussed online in real tinme using data. New technol ogi es such as

m cro- el ectronechani cal systenms (MEMS), handhel d GPS, and hand-hel d devi ces that conbined cell phones and conputers
all represent challenges to maintain reliability. Product devel opnent tinme continued to shorten through this decade
and what had been done in three years was being done in 18 nonths. This meant that reliability tools and tasks had to
be nore closely tied to the devel opnent process itself. In many ways, reliability becane part of everyday life and
consuner expectations.

Overview [ edit ]

ojective [ edit ]

The objectives of reliability engineering, in decreasing order of priority, are:[10]

To apply engi neering knowl edge and specialist techniques to prevent or to reduce the likelihood or frequency of
failures. To identify and correct the causes of failures that do occur despite the efforts to prevent them To
determ ne ways of coping with failures that do occur, if their causes have not been corrected. To apply methods for
estimating the likely reliability of new designs, and for analysing reliability data.

The reason for the priority enphasis is that it is by far the nost effective way of working, in terns of m nim zing
costs and generating reliable products. The primary skills that are required, therefore, are the ability to understand
and anticipate the possible causes of failures, and know edge of how to prevent them It is also necessary to have
know edge of the nethods that can be used for anal ysing designs and dat a.

Scope and techniques [ edit ]

Reliability engineering for "conplex systenms" requires a different, nore el aborate systens approach than for
non-conpl ex systens. Reliability engineering may in that case involve:
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System availability and m ssion readi ness analysis and related reliability and mai ntenance requirenent allocation
Functional systemfailure analysis and derived requirenents specification

I nherent (systen) design reliability analysis and derived requirenents specification for both hardware and software
desi gn

Syst em di agnosti cs design

Fault tol erant systenms (e.g. by redundancy)

Predi ctive and preventive maintenance (e.g. reliability-centered maintenance)

Human factors / human interaction / human errors

Manuf act uri ng- and assenbl y-induced failures (effect on the detected "O-hour quality" and reliability)
Mai nt enance-i nduced fail ures

Transport-induced failures

St or age-i nduced failures

Use (Il oad) studies, component stress analysis, and derived requirenents specification
Software (systematic) failures

Failure / reliability testing (and derived requiremnments)

Field failure nonitoring and corrective actions
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Spare parts stocking (availability control)
Techni cal docunentation, caution and warning anal ysi s

Data and i nformati on acquisition/organisation (creation of a general reliability devel opnent hazard | og and FRACAS
system

Chaos engi neering

Effective reliability engineering requires understanding of the basics of failure nmechanisns for which experience,
broad engi neering skills and good know edge from many different special fields of engineering are required,[11] for
exanpl e:

Definitions [ edit ]

Reliability may be defined in the foll owi ng ways:

The idea that an itemis fit for a purpose with respect to tine

The capacity of a designed, produced, or maintained itemto performas required over tine

The capacity of a popul ation of designed, produced or naintained itens to performas required over tine

The resistance to failure of an itemover tine

The probability of an itemto performa required function under stated conditions for a specified period of time

The durability of an object

Basics of a reliability assessnent [ edit ]
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Many engi neering techniques are used in reliability risk assessnents, such as reliability block diagrans, hazard
anal ysis, failure node and effects analysis (FMEA),[12] fault tree analysis (FTA), Reliability Centered M ntenance,
(probabilistic) load and naterial stress and wear calcul ations, (probabilistic) fatigue and creep anal ysis, hunan
error anal ysis, manufacturing defect analysis, reliability testing, etc. It is crucial that these anal yses are done
properly and with nuch attention to detail to be effective. Because of the | arge nunber of reliability techniques,
their expense, and the varying degrees of reliability required for different situations, npbst projects develop a
reliability programplan to specify the reliability tasks (statement of work (SoW requirenents) that will be
perforned for that specific system

Consistent with the creation of safety cases, for exanple per ARP4761, the goal of reliability assessnents is to
provide a robust set of qualitative and quantitative evidence that use of a conponent or systemw Il not be associated
Wi th unacceptable risk. The basic steps to take[13] are to:

Thoroughly identify relevant unreliability "hazards", e.g. potential conditions, events, human errors, failure nodes,
i nteractions, failure mechani snms and root causes, by specific analysis or tests.

Assess the associated systemrisk, by specific analysis or testing.

Propose mitigation, e.g. requirenents, design changes, detection |ogic, maintenance, training, by which the risks may
be I owered and controlled for at an acceptable |evel.

Determine the best mtigation and get agreenent on final, acceptable risk |levels, possibly based on cost/benefit
anal ysi s.

Ri sk here is the conbination of probability and severity of the failure incident (scenario) occurring. The severity
can be |l ooked at froma systemsafety or a systemavailability point of view Reliability for safety can be thought of
as a very different focus fromreliability for systemavailability. Availability and safety can exist in dynamc
tension as keeping a systemtoo avail able can be unsafe. Forcing an engineering systeminto a safe state too quickly
can force false alarns that inpede the availability of the system

In a de minims definition, severity of failures includes the cost of spare parts, nman-hours, |ogistics, damage
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(secondary failures), and downtinme of nachi nes which nmay cause production loss. A nore conplete definition of failure
al so can nmean injury, disnenbernent, and death of people within the system (w tness m ne accidents, industrial

acci dents, space shuttle failures) and the same to i nnocent bystanders (witness the citizenry of cities |ike Bhopal,
Love Canal, Chernobyl, or Sendai, and other victinms of the 2011 TAe hoku eart hquake and tsunam )a€”in this case,
reliability engi neering becones systemsafety. What is acceptable is determ ned by the managing authority or custoners
or the affected communities. Residual risk is the risk that is left over after all reliability activities have
finished, and includes the unidentified riskad€”and is therefore not conpletely quantifiable.

The conplexity of the technical systens such as inprovenents of design and naterials, planned inspections, fool-proof
desi gn, and backup redundancy decreases risk and increases the cost. The risk can be decreased to ALARA (as | ow as
reasonabl y achi evabl e) or ALAPA (as |low as practically achievable) |evels.

Reliability and availability programplan [ edit ]

Inmpl ementing a reliability programis not sinply a software purchase; it is not just a checklist of itens that nust be
conpleted that will ensure one has reliable products and processes. Areliability programis a conplex |earning and
know edge- based system unique to one's products and processes. It is supported by |eadership, built on the skills that
one develops within a team integrated into business processes and executed by follow ng proven standard work
practices. [ 14]

Areliability programplan is used to docunment exactly what "best practices" (tasks, nethods, tools, analysis, and
tests) are required for a particular (sub)system as well as clarify custonmer requirenents for reliability assessnent.
For | arge-scal e conplex systens, the reliability program plan should be a separate docunment. Resource determ nation
for manpower and budgets for testing and other tasks is critical for a successful program In general, the anmount of
work required for an effective programfor conplex systens is |arge.

Areliability programplan is essential for achieving high levels of reliability, testability, maintainability, and
the resulting systemavailability, and is devel oped early during system devel opnent and refined over the systenis
life-cycle. It specifies not only what the reliability engi neer does, but also the tasks perforned by other

st akehol ders. An effective reliability program plan nust be approved by top program nanagenent, which is responsible
for allocation of sufficient resources for its inplenentation.
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Areliability programplan may al so be used to evaluate and i nprove the availability of a systemby the strategy of
focusing on increasing testability & nmaintainability and not on reliability. Inproving maintainability is generally
easier than inproving reliability. Maintainability estimates (repair rates) are also generally nore accurate. However,
because the uncertainties in the reliability estimates are in nost cases very large, they are likely to donmi nate the
availability calculation (prediction uncertainty problem, even when naintainability levels are very high. Wen
reliability is not under control, nore conplicated i ssues nay arise, |like manpower (maintainers / custoner service
capability) shortages, spare part availability, logistic delays, lack of repair facilities, extensive retro-fit and
compl ex configuration managenent costs, and others. The problem of unreliability may be increased also due to the
"dom no effect" of maintenance-induced failures after repairs. Focusing only on maintainability is therefore not
enough. If failures are prevented, none of the other issues are of any inportance, and therefore reliability is
generally regarded as the nost inportant part of availability. Reliability needs to be evaluated and inproved rel ated
to both availability and the total cost of ownership (TCO due to cost of spare parts, maintenance man-hours,
transport costs, storage cost, part obsolete risks, etc. But, as GV and Toyota have bel atedly di scovered, TCO al so

i ncludes the downstream liability costs when reliability calcul ati ons have not sufficiently or accurately addressed
custoners' personal bodily risks. Oten a trade-off is needed between the two. There night be a maxi mumrati o between
availability and cost of ownership. Testability of a system should also be addressed in the plan, as this is the link
between reliability and maintainability. The mai ntenance strategy can influence the reliability of a system(e.g., by
preventive and/or predictive maintenance), although it can never bring it above the inherent reliability.

The reliability plan should clearly provide a strategy for availability control. Wether only availability or also
cost of ownership is nore inportant depends on the use of the system For exanple, a systemthat is a critical link in
a production systend€”e.g., a big oil platforma€”is nornmally allowed to have a very high cost of ownership if that
cost translates to even a mnor increase in availability, as the unavailability of the platformresults in a nmassive

| oss of revenue which can easily exceed the high cost of ownership. A proper reliability plan should al ways address
RAMI analysis in its total context. RAMI stands for reliability, availability, maintainability/mintenance, and
testability in the context of the custoner's needs.

Reliability requirements [ edit ]

For any system one of the first tasks of reliability engineering is to adequately specify the reliability and
mai ntainability requirenents allocated fromthe overall availability needs and, nore inportantly, derived from proper
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design failure analysis or prelimnary prototype test results. Clear requirenents (able to designed to) should
constrain the designers fromdesigning particular unreliable items / constructions / interfaces / systens. Setting
only availability, reliability, testability, or maintainability targets (e.g., max. failure rates) is not appropriate.
This is a broad m sunderstandi ng about Reliability Requirenments Engineering. Reliability requirenments address the
systemitself, including test and assessnment requirenents, and associ ated tasks and docunentation. Reliability
requirements are included in the appropriate system or subsystemrequirenments specifications, test plans, and contract
statenents. Creation of proper lower-level requirenments is critical.[15] Provision of only quantitative m ninmum
targets (e.g., Mean Tine Between Failure (MIBF) values or failure rates) is not sufficient for different reasons. One
reason is that a full validation (related to correctness and verifiability in tine) of a quantitative reliability

al l ocation (requirement spec) on |lower levels for conplex systens can (often) not be nmade as a consequence of (1) the
fact that the requirenments are probabilistic, (2) the extrenely high I evel of uncertainties involved for show ng
compliance with all these probabilistic requirenments, and because (3) reliability is a function of tine, and accurate
estimates of a (probabilistic) reliability nunber per itemare available only very late in the project, sonetines even
after many years of in-service use. Conpare this problemw th the continuous (re-)bal ancing of, for exanple,

| oner -l evel -system mass requirenents in the devel opnment of an aircraft, which is already often a big undertaking.
Notice that in this case, nasses do only differ in ternms of only sonme % are not a function of tinme, the data is

non- probabilistic and available already in CAD nodels. In case of reliability, the levels of unreliability (failure
rates) may change with factors of decades (multiples of 10) as result of very mnor deviations in design, process, or
anything else.[16] The information is often not avail abl e wi thout huge uncertainties within the devel opnent phase.
This nakes this allocation problem al nost inpossible to do in a useful, practical, valid manner that does not result
in massi ve over- or under-specification. A pragmatic approach is therefore neededa€”for exanple: the use of genera
levels /| classes of quantitative requirements depending only on severity of failure effects. Al so, the validation of
results is a far nore subjective task than for any other type of requirement. (Quantitative) reliability
paranetersa€’in terns of MIBFA€"are by far the nost uncertain design parameters in any design

Furthernmore, reliability design requirements should drive a (systemor part) design to incorporate features that
prevent failures fromoccurring, or limt consequences fromfailure in the first place. Not only would it aid in sone
predictions, this effort would keep fromdistracting the engineering effort into a kind of accounting work. A design
requi rement shoul d be precise enough so that a designer can "design to" it and can al so provea€’through anal ysis or
testinga€’that the requirenent has been achieved, and, if possible, within some a stated confidence. Any type of
reliability requirenment should be detailed and could be derived fromfailure analysis (Finite-El ement Stress and
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Fati gue analysis, Reliability Hazard Anal ysis, FTA, FMEA, Hunan Factor Anal ysis, Functional Hazard Analysis, etc.) or
any type of reliability testing. Also, requirenents are needed for verification tests (e.g., required overl oad
stresses) and test tinme needed. To derive these requirenents in an effective nmanner, a systens engi neering-based ri sk
assessnent and mtigation | ogic should be used. Robust hazard | og systens nust be created that contain detail ed

i nformati on on why and how systens could or have failed. Requirenents are to be derived and tracked in this way. These
practical design requirenents shall drive the design and not be used only for verification purposes. These
requirements (often design constraints) are in this way derived fromfailure analysis or prelimnary tests.

Under standing of this difference conpared to only purely quantitative (logistic) requirenent specification (e.g.,
Failure Rate / MIBF target) is paranount in the devel opnent of successful (conplex) systens.[17]

The maintainability requirenments address the costs of repairs as well as repair tinme. Testability (not to be confused
with test requirenents) requirenents provide the link between reliability and maintainability and shoul d address
detectability of failure nodes (on a particular systemlevel), isolation levels, and the creation of diagnostics
(procedures). As indicated above, reliability engi neers should al so address requirenments for various reliability tasks
and docunentation during system devel opnent, testing, production, and operation. These requirenents are generally
specified in the contract statenent of work and depend on how nmuch | eeway the custonmer w shes to provide to the
contractor. Reliability tasks include various anal yses, planning, and failure reporting. Task sel ection depends on the
criticality of the systemas well as cost. A safety-critical systemmay require a formal failure reporting and review
process throughout devel opnent, whereas a non-critical systemmay rely on final test reports. The nbst comon
reliability programtasks are docunented in reliability program standards, such as ML-STD 785 and | EEE 1332. Failure
reporting analysis and corrective action systens are a conmnon approach for product/process reliability nmonitoring.

Reliability culture / human errors / human factors [ edit ]

In practice, nost failures can be traced back to sone type of human error, for exanple in:
Managenent decisions (e.g. in budgeting, tinming, and required tasks)

Systens Engi neering: Use studies (load cases)

Systens Engi neering: Requirenment analysis / setting
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Systens Engi neering: Configuration control
Assunpti ons

Cal culations / simulations / FEM anal ysi s
Desi gn

Desi gn draw ngs

Testing (e.g. incorrect |load settings or failure nmeasurenent)

Statistical analysis

Manuf act uri ng

Quality control

Mai nt enance

Mai nt enance nanual s

Trai ni ng

O assi fying and ordering of information
Feedback of field information (e.g. incorrect

etc.

However, humans are al so very good at detecting such fail ures,

or too vague)

Page 11

correcting for them and inprovising when abnor nal



210.00155555556

situations occur. Therefore, policies that conpletely rule out human actions in design and production processes to
improve reliability may not be effective. Sone tasks are better performed by humans and sone are better perforned by
machi nes. [ 18]

Furthernore, human errors in managenent; the organi zation of data and infornmation; or the m suse or abuse of itens,
may al so contribute to unreliability. This is the core reason why high levels of reliability for conplex systemnms can
only be achieved by foll owing a robust systens engi neering process with proper planning and execution of the
val i dation and verification tasks. This also includes careful organization of data and information sharing and
creating a "reliability culture", in the same way that having a "safety culture" is paranount in the devel opnent of
safety critical systens.

Reliability prediction and i nprovenent [ edit ]
Reliability prediction conbines:
creation of a proper reliability nodel (see further on this page)

estimation (and justification) of input paraneters for this nodel (e.g. failure rates for a particular failure node or
event and the nean tinme to repair the systemfor a particular failure)

estimation of output reliability paraneters at systemor part level (i.e. systemavailability or frequency of a
particular functional failure) The enphasis on quantification and target setting (e.g. MIBF) mght inply there is a
limt to achievable reliability, however, there is no inherent |limt and devel opnent of higher reliability does not
need to be nore costly. In addition, they argue that prediction of reliability fromhistoric data can be very

m sl eading, with conparisons only valid for identical designs, products, manufacturing processes, and mmi ntenance with
i dentical operating | oads and usage environnments. Even ninor changes in any of these could have mjor effects on
reliability. Furthernore, the nost unreliable and inportant itens (i.e. the nobst interesting candidates for a
reliability investigation) are nost likely to be nodified and re-engi neered since historical data was gathered, naking
the standard (re-active or pro-active) statistical nmethods and processes used in e.g. nedical or insurance industries
| ess effective. Another surprising &€“ but |ogical &€“ argunent is that to be able to accurately predict reliability
by testing, the exact mechani sns of failure nust be known and therefore &€“ in nost cases &€“ coul d be prevented!
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Foll owi ng the incorrect route of trying to quantify and solve a conplex reliability engineering problemin terns of
MIBF or probability using an-incorrect a€“ for exanple, the re-active a€“ approach is referred to by Barnard as
"Playing the Nunbers Ganme" and is regarded as bad practice.[19]

For existing systens, it is arguable that any attenpt by a responsible programto correct the root cause of discovered
failures may render the initial MIBF estimate invalid, as new assunptions (thensel ves subject to high error |evels) of
the effect of this correction nust be nmade. Another practical issue is the general unavailability of detailed failure

data, with those avail able often featuring inconsistent filtering of failure (feedback) data, and ignoring statistical
errors (which are very high for rare events like reliability related failures). Very clear guidelines nust be present

to count and conpare failures related to different type of root-causes (e.g. manufacturing-, maintenance-, transport-,
systeminduced or inherent design failures). Conparing different types of causes may lead to incorrect estimtions and
i ncorrect business decisions about the focus of inprovenent.

To performa proper quantitative reliability prediction for systens may be difficult and very expensive if done by
testing. At the individual part-level, reliability results can often be obtained with conparatively high confidence,
as testing of nmany sanple parts might be possible using the available testing budget. However, unfortunately these
tests may lack validity at a systemlevel due to assunptions nmade at part-level testing. These authors enphasized the
i mportance of initial part- or systemlevel testing until failure, and to |learn fromsuch failures to inprove the
system or part. The general conclusion is drawn that an accurate and absolute prediction &€“ by either field-data
conpari son or testing a4€“ of reliability is in nost cases not possible. An exception might be failures due to wear-out
probl ens such as fatigue failures. In the introduction of ML-STD-785 it is witten that reliability prediction should
be used with great caution, if not used solely for conparison in trade-off studies.

Design for reliability [ edit ]

Design for Reliability (DFR) is a process that enconpasses tools and procedures to ensure that a product neets its
reliability requirenments, under its use environment, for the duration of its lifetine. DR is inplenmented in the
desi gn stage of a product to proactively inprove product reliability.[20] DFRis often used as part of an overall

Desi gn for Excellence (DfX) strategy.

Statistics-based approach (i.e. MIBF) [ edit ]
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Reliability design begins with the devel opment of a (systen) nodel. Reliability and availability nodels use bl ock
diagrans and Fault Tree Analysis to provide a graphical neans of evaluating the rel ationships between different parts
of the system These nodels may incorporate predictions based on failure rates taken fromhistorical data. Wile the
(input data) predictions are often not accurate in an absolute sense, they are valuable to assess relative differences
in design alternatives. Maintainability paranmeters, for exanple Mean tine to repair (MITR), can al so be used as inputs
for such nodel s.

The nost inportant fundanental initiating causes and failure mechanisns are to be identified and anal yzed with

engi neering tools. A diverse set of practical guidance as to performance and reliability should be provided to

desi gners so that they can generate | ow stressed designs and products that protect, or are protected agai nst, danage
and excessive wear. Proper validation of input |oads (requirenents) may be needed, in addition to verification for
reliability "performance" by testing.

A fault tree diagram

One of the nost inportant design techniques is redundancy. This nmeans that if one part of the systemfails, there is
an alternate success path, such as a backup system The reason why this is the ultimte design choice is related to
the fact that high-confidence reliability evidence for new parts or systens is often not available, or is extrenely
expensive to obtain. By conbining redundancy, together with a high |level of failure nonitoring, and the avoi dance of
common cause failures; even a systemwi th relatively poor single-channel (part) reliability, can be nmade highly
reliable at a systemlevel (up to mssion critical reliability). No testing of reliability has to be required for
this. I'n conjunction with redundancy, the use of dissimlar designs or manufacturing processes (e.g. via different
suppliers of simlar parts) for single independent channels, can provide |less sensitivity to quality issues (e.qg.
early childhood failures at a single supplier), allowi ng very-high levels of reliability to be achieved at all nonents
of the devel opnent cycle (fromearly life to long-term. Redundancy can al so be applied in systens engi neering by
doubl e checki ng requirenments, data, designs, calculations, software, and tests to overcone systematic failures.

Anot her effective way to deal with reliability issues is to performanalysis that predicts degradation, enabling the

prevention of unschedul ed downtinme events / failures. RCM (Reliability Centered Mi ntenance) progranms can be used for
this.
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Physi cs-of -fail ure-based approach [ edit ]

For el ectronic assenblies, there has been an increasing shift towards a different approach called physics of failure.
This technique relies on understanding the physical static and dynamic failure nechanisns. It accounts for variation
in load, strength, and stress that lead to failure with a high | evel of detail, made possible with the use of npdern
finite elenment nethod (FEM software progranms that can handl e conpl ex geonetries and nechani sms such as creep, stress
rel axation, fatigue, and probabilistic design (Monte Carlo Methods/DOE). The material or conponent can be re-desi gned
to reduce the probability of failure and to make it nore robust agai nst such variations. Another commopn design

techni que i s conponent derating: i.e. selecting conponents whose specifications significantly exceed the expected
stress levels, such as using heavier gauge electrical wire than mght normally be specified for the expected electric
current.

Many of the tasks, techniques, and anal yses used in Reliability Engineering are specific to particular industries and
applications, but can comonly incl ude:

Results fromthese nethods are presented during reviews of part or systemdesign, and logistics. Reliability is just
one requirenment anong many for a conplex part or system Engineering trade-off studies are used to determine the
opti mum bal ance between reliability requirenents and other constraints.

The inportance of |anguage [ edit ]

Reliability engi neers, whether using quantitative or qualitative nethods to describe a failure or hazard, rely on

| anguage to pinpoint the risks and enable issues to be solved. The | anguage used nust help create an orderly
description of the function/itenisystemand its conplex surrounding as it relates to the failure of these
functions/itens/systens. Systens engineering is very nmuch about finding the correct words to describe the problem (and
related risks), so that they can be readily solved via engineering solutions. Jack Ring said that a systens engi neer's
job is to "language the project." (Ring et al. 2000)[22] For part/systemfailures, reliability engi neers shoul d
concentrate nore on the "why and how', rather that predicting "when". Understanding "why" a failure has occurred (e.g.
due to over-stressed conponents or nmanufacturing issues) is far nore likely to lead to inprovenent in the designs and
processes used[4] than quantifying "when" a failure is likely to occur (e.g. via determining MIBF). To do this, first
the reliability hazards relating to the part/systemneed to be classified and ordered (based on sone form of
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gualitative and quantitative logic if possible) to allow for nore efficient assessnent and eventual inprovenent. This
is partly done in pure | anguage and proposition |logic, but also based on experience with sinilar itens. This can for

exanpl e be seen in descriptions of events in fault tree analysis, FMEA analysis, and hazard (tracking) logs. In this

sense | anguage and proper granmar (part of qualitative analysis) plays an inportant role in reliability engi neering,

just like it does in safety engineering or in-general within systens engi neering.

Correct use of |anguage can also be key to identifying or reducing the risks of human error, which are often the root
cause of many failures. This can include proper instructions in maintenance manual s, operation manual s, energency
procedures, and others to prevent systematic human errors that may result in systemfailures. These should be witten
by trained or experienced technical authors using so-called sinplified English or Sinplified Technical English, where
words and structure are specifically chosen and created so as to reduce anbiguity or risk of confusion (e.g. an
"replace the old part"” could anbiguously refer to a swapping a worn-out part with a non-worn-out part, or replacing a
part with one using a nore recent and hopefully inproved design).

Reliability nmodeling [ edit ]

Reliability nodeling is the process of predicting or understanding the reliability of a conmponent or systemprior to
its inplenmentation. Two types of analysis that are often used to nodel a conplete systenis availability behavi or
including effects fromlogistics issues |ike spare part provisioning, transport and manpower are fault tree analysis
and reliability block diagrams. At a conponent |evel, the sane types of anal yses can be used together with others. The
i nput for the nodels can cone from many sources including testing; prior operational experience; field data; as well
as data handbooks fromsimlar or related industries. Regardless of source, all nodel input data nust be used with
great caution, as predictions are only valid in cases where the sane product was used in the same context. As such
predictions are often only used to help conpare alternatives.

Areliability block diagram showi ng a "1o03" (1 out of 3) redundant designed subsystem
For part level predictions, two separate fields of investigation are comon:

The physics of failure approach uses an understandi ng of physical failure nechanisns involved, such as nechani cal
crack propagation or chemical corrosion degradation or failure;
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The parts stress nodelling approach is an enpirical nethod for prediction based on counting the nunber and type of
conmponents of the system and the stress they undergo during operation.

Reliability theory [ edit ]

Reliability is defined as the probability that a device will performits intended function during a specified period
of time under stated conditions. Mathematically, this may be expressed as,

R(t)=Pr{T>t}=a«t &azf (x)dx{displaystyle R(t)=Pr{T>t}=int _{t}*{infty }f(x),dx !}

where f ( x ) {displaystyle f(x)!} is the failure probability density function and t {displaystyle t} is the length of
the period of tinme (which is assuned to start fromtine zero).

There are a few key elenments of this definition

Reliability is predicated on "intended function:" CGenerally, this is taken to nmean operation without failure. However,
even if no individual part of the systemfails, but the systemas a whol e does not do what was intended, then it is
still charged against the systemreliability. The systemrequirenments specification is the criterion against which
reliability is nmeasured. Reliability applies to a specified period of tine. In practical terns, this nmeans that a
system has a specified chance that it will operate without failure before tinme T {displaystyle T!} Reliability is
restricted to operation under stated (or explicitly defined) conditions. This constraint is necessary because it is

i npossible to design a systemfor unlimted conditions. A Mars rover will have different specified conditions than a
fam |y car. The operating environment nust be addressed during design and testing. That sanme rover nay be required to
operate in varying conditions requiring additional scrutiny. Two notable references on reliability theory and its

mat hemati cal and statistical foundations are Barlow, R E. and Proschan, F. (1982) and Sanmani ego, F. J. (2007).

Quantitative systemreliability paraneterséa€’theory [ edit ]
Quantitative requirenents are specified using reliability paranmeters. The npbst common reliability parameter is the

mean time to failure (MITF), which can also be specified as the failure rate (this is expressed as a frequency or
conditional probability density function (PDF)) or the nunber of failures during a given period. These paraneters nmay
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be useful for higher systemlevels and systens that are operated frequently (i.e. vehicles, machinery, and el ectronic
equi pnent). Reliability increases as the MITF increases. The MITF is usually specified in hours, but can also be used
with other units of nmeasurenent, such as niles or cycles. Using MITF val ues on | ower system|evels can be very
m sl eadi ng, especially if they do not specify the associated Fail ures Mddes and Mechanisns (The F in MITF).[ 16]

In other cases, reliability is specified as the probability of m ssion success. For exanple, reliability of a
schedul ed aircraft flight can be specified as a di nensionless probability or a percentage, as often used in system
saf ety engi neering.

A special case of mission success is the single-shot device or system These are devices or systens that remain

rel atively dormant and only operate once. Exanples include autonobile airbags, thermal batteries and mssiles.

Singl e-shot reliability is specified as a probability of one-tine success or is subsunmed into a related paraneter.
Singl e-shot mssile reliability may be specified as a requirenment for the probability of a hit. For such systens, the
probability of failure on demand (PFD) is the reliability nmeasure 4€“ this is actually an "unavailability" nunber. The
PFD is derived fromfailure rate (a frequency of occurrence) and mission tine for non-repairable systens.

For repairable systens, it is obtained fromfailure rate, nmean-tinme-to-repair (MITR), and test interval. This neasure
may not be unique for a given systemas this nmeasure depends on the kind of demand. In addition to systemleve
requirenments, reliability requirenments may be specified for critical subsystens. |In nost cases, reliability paraneters
are specified with appropriate statistical confidence intervals.

Reliability testing [ edit ]

The purpose of reliability testing is to discover potential problenms with the design as early as possible and,
ultimately, provide confidence that the systemneets its reliability requirenents.

Reliability testing may be performed at several levels and there are different types of testing. Conplex systenms nay
be tested at conponent, circuit board, unit, assenbly, subsystem and system|levels.[23] (The test |evel nonenclature
vari es anong applications.) For exanple, perform ng environnental stress screening tests at |ower |evels, such as

pi ece parts or small assenblies, catches problens before they cause failures at higher levels. Testing proceeds during
each |l evel of integration through full-up systemtesting, developnental testing, and operational testing, thereby
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reduci ng programrisk. However, testing does not mitigate unreliability risk.

Wth each test both a statistical type 1 and type 2 error could be nmade and depends on sanple size, test tineg,
assunptions and the needed discrimnation ratio. There is risk of incorrectly accepting a bad design (type 1 error)
and the risk of incorrectly rejecting a good design (type 2 error).

It is not always feasible to test all systemrequirements. Sonme systens are prohibitively expensive to test; sone
failure nodes may take years to observe; sone conplex interactions result in a huge nunber of possible test cases; and
sone tests require the use of limted test ranges or other resources. In such cases, different approaches to testing
can be used, such as (highly) accelerated Iife testing, design of experinents, and sinulations.

The desired | evel of statistical confidence also plays a role in reliability testing. Statistical confidence is

i ncreased by increasing either the test tine or the nunber of itens tested. Reliability test plans are designed to
achieve the specified reliability at the specified confidence |level with the m ni mum nunber of test units and test
time. Different test plans result in different levels of risk to the producer and consuner. The desired reliability,
statistical confidence, and risk I evels for each side influence the ultimte test plan. The customer and devel oper
shoul d agree in advance on how reliability requirenents will be tested.

A key aspect of reliability testing is to define "failure". Although this may seem obvi ous, there are nmany situations
where it is not clear whether a failure is really the fault of the system Variations in test conditions, operator

di fferences, weather and unexpected situations create differences between the custonmer and the system devel oper. One
strategy to address this issue is to use a scoring conference process. A scoring conference includes representatives
fromthe custoner, the devel oper, the test organization, the reliability organization, and sonetines i ndependent
observers. The scoring conference process is defined in the statement of work. Each test case is considered by the
group and "scored" as a success or failure. This scoring is the official result used by the reliability engineer.

As part of the requirements phase, the reliability engineer develops a test strategy with the custoner. The test
strategy makes trade-offs between the needs of the reliability organization, which wants as nuch data as possible, and
constraints such as cost, schedule and avail abl e resources. Test plans and procedures are devel oped for each
reliability test, and results are docunented.
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Reliability testing is comon in the Photonics industry. Exanples of reliability tests of lasers are life test and
burn-in. These tests consist of the highly accel erated agi ng, under controlled conditions, of a group of l|lasers. The
data collected fromthese life tests are used to predict laser |ife expectancy under the intended operating
characteristics.[24]

Reliability test requirenments [ edit ]

Reliability test requirenments can follow fromany analysis for which the first estimate of failure probability,
failure node or effect needs to be justified. Evidence can be generated with sone | evel of confidence by testing. Wth
sof t war e- based systens, the probability is a mix of software and hardware-based failures. Testing reliability
requirements is problematic for several reasons. A single test is in nost cases insufficient to generate enough
statistical data. Miultiple tests or long-duration tests are usually very expensive. Sone tests are sinply inpractical
and environmental conditions can be hard to predict over a systens |ife-cycle.

Reliability engineering is used to design a realistic and affordable test programthat provides enpirical evidence
that the systemneets its reliability requirenents. Statistical confidence |evels are used to address sone of these
concerns. A certain paranmeter is expressed along with a correspondi ng confidence level: for exanple, an MIBF of 1000
hours at 90% confi dence level. Fromthis specification, the reliability engineer can, for exanple, design a test with
explicit criteria for the nunmber of hours and nunber of failures until the requirenent is net or failed. Different
sorts of tests are possible.

The combination of required reliability level and required confidence |level greatly affects the devel opnment cost and
the risk to both the custoner and producer. Care is needed to select the best conbination of requirenentsa€”e.g.
cost-effectiveness. Reliability testing may be performed at various |levels, such as conponent, subsystem and system
Al so, many factors nust be addressed during testing and operation, such as extrene tenperature and hum dity, shock,
vi bration, or other environnmental factors (like loss of signal, cooling or power; or other catastrophes such as fire,
fl oods, excessive heat, physical or security violations or other nyriad fornms of damage or degradation). For systens
that nust |ast many years, accelerated |ife tests nmay be needed.

Accel erated testing [ edit ]
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The purpose of accelerated life testing (ALT test) is to induce field failure in the laboratory at a nuch faster rate
by providing a harsher, but nonethel ess representative, environnent. In such a test, the product is expected to fai
inthe lab just as it would have failed in the field&€”but in nmuch less tine. The main objective of an accel erated
test is either of the foll ow ng:

To di scover failure nodes

To predict the normal field life fromthe high stress lab life

An Accel erated testing programcan be broken down into the follow ng steps:

Defi ne objective and scope of the test

Col Il ect required information about the product

Identify the stress(es)

Determine | evel of stress(es)

Conduct the accel erated test and anal yze the col |l ected data.

Common ways to determne a life stress relationship are:

Arrheni us nodel

Eyri ng node

I nver se power | aw node

Tenper at ur ed€“ hum dity node
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Tenperat ure non-thernal node
Software reliability [ edit ]

Software reliability is a special aspect of reliability engineering. It focuses on foundations and techni ques to make
software nore reliable, i.e., resilient to faults. Systemreliability, by definition, includes all parts of the
system including hardware, software, supporting infrastructure (including critical external interfaces), operators
and procedures. Traditionally, reliability engi neering focuses on critical hardware parts of the system Since the

wi despread use of digital integrated circuit technol ogy, software has becone an increasingly critical part of nost

el ectronics and, hence, nearly all present day systens. Therefore software reliability has gai ned prom nence within
the field of systemreliability.

There are significant differences, however, in how software and hardware behave. Mst hardware unreliability is the
result of a conponent or material failure that results in the systemnot performng its intended function. Repairing
or replacing the hardware conponent restores the systemto its original operating state. However, software does not
fail in the sanme sense that hardware fails. Instead, software unreliability is the result of unanticipated results of
software operations. Even relatively small software prograns can have astronom cally |arge conbinations of inputs and
states that are infeasible to exhaustively test. Restoring software to its original state only works until the sane
conbi nati on of inputs and states results in the sane unintended result. Software reliability engineering nust take
this into account.

Despite this difference in the source of failure between software and hardware, several software reliability nodels
based on statistics have been proposed to quantify what we experience with software: the |onger software is run, the
hi gher the probability that it will eventually be used in an untested manner and exhibit a |atent defect that results
in a failure (Shooman 1987), (Musa 2005), (Denney 2005).

As with hardware, software reliability depends on good requirenents, design and inplenentation. Software reliability
engi neering relies heavily on a disciplined software engi neering process to anticipate and desi gn agai nst unintended
consequences. There is nore overlap between software quality engineering and software reliability engineering than

bet ween hardware quality and reliability. A good software devel opnent plan is a key aspect of the software reliability
program The software devel opnent plan describes the design and codi ng standards, peer reviews, unit tests,
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configuration nanagenent, software netrics and software nodels to be used during software devel opnent.

A comon reliability netric is the nunber of software faults per line of code (FLOC), usually expressed as faults per
thousand |ines of code. This netric, along with software execution tine, is key to nost software reliability nodels
and estimates. The theory is that the software reliability increases as the nunmber of faults (or fault density)
decreases. Establishing a direct connection between fault density and nmean-tinme-between-failure is difficult, however,
because of the way software faults are distributed in the code, their severity, and the probability of the conbination
of inputs necessary to encounter the fault. Nevertheless, fault density serves as a useful indicator for the
reliability engineer. Oher software netrics, such as conplexity, are also used. This netric remains controversial,
since changes in software devel opnment and verification practices can have dramatic inpact on overall defect rates.

Software testing is an inportant aspect of software reliability. Even the best software devel opnent process results in
some software faults that are nearly undetectable until tested. Software is tested at several levels, starting with

i ndi vidual units, through integration and full-up systemtesting. Al phases of testing, software faults are

di scovered, corrected, and re-tested. Reliability estimtes are updated based on the fault density and other netrics.
At a systemlevel, nean-tine-between-failure data can be collected and used to estinate reliability. Unlike hardware,
perform ng exactly the sane test on exactly the sanme software configuration does not provide increased statistica
confidence. Instead, software reliability uses different netrics, such as code coverage.

The Software Engineering Institute's capability maturity nodel is a common neans of assessing the overall software
devel opnent process for reliability and quality purposes.

Structural reliability [ edit ]

Structural reliability or the reliability of structures is the application of reliability theory to the behavior of
structures. It is used in both the design and mai ntenance of different types of structures including concrete and
steel structures.[25][26] In structural reliability studies both | oads and resistances are nodel ed as probabilistic

vari abl es. Using this approach the probability of failure of a structure is cal cul at ed.

Comparison to safety engineering [ edit ]
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Reliability for safety and reliability for availability are often closely related. Lost availability of an engi neering
system can cost noney. |If a subway systemis unavail able the subway operator will |ose noney for each hour the system
is down. The subway operator will |ose nore noney if safety is conprom sed. The definition of reliability is tied to a
probability of not encountering a failure. A failure can cause |oss of safety, loss of availability or both. It is
undesirable to | ose safety or availability in a critical system

Reliability engineering is concerned with overall minimsation of failures that could lead to financial |osses for the
responsi ble entity, whereas safety engineering focuses on mnimsing a specific set of failure types that in genera
could lead to loss of life, injury or damage to equi pnent.

Reliability hazards could transforminto incidents leading to a | oss of revenue for the conpany or the custoner, for
exanpl e due to direct and indirect costs associated with: |loss of production due to systemunavailability; unexpected
hi gh or | ow demands for spares; repair costs; man-hours; re-designs or interruptions to nornmal production.[27]

Safety engineering is often highly specific, relating only to certain tightly regulated industries, applications, or
areas. It primarily focuses on system safety hazards that could lead to severe accidents including: loss of life;
destruction of equipnent; or environmental damage. As such, the related systemfunctional reliability requirenments are
often extrenely high. Although it deals with unwanted failures in the same sense as reliability engineering, it,
however, has less of a focus on direct costs, and is not concerned with post-failure repair actions. Another
difference is the level of inpact of failures on society, leading to a tendency for strict control by governments or
regul atory bodies (e.g. nuclear, aerospace, defense, rail and oil industries).[27]

Fault tolerance [ edit ]

Safety can be increased using a 2002 cross checked redundant system Availability can be increased by using "1lo002" (1
out of 2) redundancy at a part or systemlevel. If both redundant el enents di sagree the nore perm ssive elenment wll
maxi m ze availability. A 1002 system should never be relied on for safety. Fault-tolerant systens often rely on
addi ti onal redundancy (e.g. 2003 voting logic) where nmultiple redundant el enments nust agree on a potentially unsafe
action before it is performed. This increases both availability and safety at a systemlevel. This is comopn practice
i n Aerospace systens that need continued availability and do not have a fail-safe nbde. For exanple, aircraft nay use
triple nodul ar redundancy for flight conputers and control surfaces (including occasionally different nodes of
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operation e.g. electrical/nmechanical/hydraulic) as these need to always be operational, due to the fact that there are
no "safe" default positions for control surfaces such as rudders or ailerons when the aircraft is flying.

Basic reliability and mssion reliability [ edit ]

The above exanple of a 2003 fault tolerant systemincreases both mssion reliability as well as safety. However, the
"basic" reliability of the systemw Il in this case still be | ower than a non-redundant (loo0l) or 2002 system Basic
reliability engineering covers all failures, including those that mght not result in systemfailure, but do result in
addi ti onal cost due to: maintenance repair actions; logistics; spare parts etc. For exanple, replacenent or repair of

1 faulty channel in a 2003 voting system (the systemis still operating, although with one failed channel it has
actually beconme a 2002 system is contributing to basic unreliability but not mission unreliability. As an exanpl e,
the failure of the tail-light of an aircraft will not prevent the plane fromflying (and so is not considered a

m ssion failure), but it does need to be renedied (with a related cost, and so does contribute to the basic
unreliability |evels).

Detectability and common cause failures [ edit ]

When using fault tolerant (redundant) systens or systens that are equi pped with protection functions, detectability of
failures and avoi dance of comon cause failures becones paranount for safe functioning and/or mssion reliability.

Reliability versus quality (Six Sigma) [ edit ]

Quality often focuses on manufacturing defects during the warranty phase. Reliability | ooks at the failure intensity
over the whole life of a product or engineering systemfrom comr ssioning to deconmm ssioning. Six Signa has its roots
in statistical control in quality of manufacturing. Reliability engineering is a specialty part of systens

engi neering. The systens engi neering process is a discovery process that is often unlike a manufacturing process. A
manuf acturing process is often focused on repetitive activities that achieve high quality outputs wi th m ninum cost
and time.[28]

The everyday usage term"quality of a product” is |oosely taken to nmean its inherent degree of excellence. In
i ndustry, a nore precise definition of quality as "confornance to requirenments or specifications at the start of use"
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is used. Assuning the final product specification adequately captures the original requirenents and custoner/system
needs, the quality level can be nmeasured as the fraction of product units shipped that neet specifications.[29]
Manuf act ured goods quality often focuses on the nunber of warranty clains during the warranty peri od.

Quality is a snapshot at the start of life through the warranty period and is related to the control of |ower-Ievel
product specifications. This includes tinme-zero defects i.e. where manufacturing m stakes escaped final Quality

Control. In theory the quality |evel m ght be described by a single fraction of defective products. Reliability, as a
part of systens engineering, acts as nore of an ongoi ng assessment of failure rates over many years. Theoretically,
all items will fail over an infinite period of tinme.[30] Defects that appear over tinme are referred to as reliability

fallout. To describe reliability fallout a probability nodel that describes the fraction fallout over tinme is needed.
This is known as the life distribution nodel.[29] Sone of these reliability issues may be due to inherent design

i ssues, which may exi st even though the product confornms to specifications. Even itens that are produced perfectly
will fail over tinme due to one or nore failure nechanisnms (e.g. due to human error or mechanical, electrical, and
chem cal factors). These reliability issues can also be influenced by acceptable levels of variation during initial
producti on.

Quality and reliability are, therefore, related to manufacturing. Reliability is nore targeted towards clients who are
focused on failures throughout the whole |ife of the product such as the nilitary, airlines or railroads. Itens that
do not conformto product specification will generally do worse in terns of reliability (having a | ower MITF), but
this does not always have to be the case. The full mathenmatical quantification (in statistical nodels) of this
conbined relation is in general very difficult or even practically inpossible. In cases where manufacturing vari ances
can be effectively reduced, six sigma tools have been shown to be useful to find optiml process solutions which can
increase quality and reliability. Six Sigma may al so help to design products that are nore robust to manufacturing

i nduced failures and infant nortality defects in engineering systens and nanufactured product.

In contrast with Six Sigma, reliability engineering solutions are generally found by focusing on reliability testing
and system design. Solutions are found in different ways, such as by sinplifying a systemto allow nore of the
mechani sns of failure involved to be understood; perforning detailed calculations of material stress |levels allow ng
suitabl e safety factors to be determ ned; finding possible abnormal systemload conditions and using this to increase
robustness of a design to manufacturing variance related failure nechanisns. Furthernore, reliability engineering uses
system | evel solutions, |ike designing redundant and fault-tol erant systens for situations with high availability
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needs (see Reliability engineering vs Safety engi neering above).

Note: A "defect" in six-sigma/quality literature is not the same as a "failure"” (Field failure | e.g. fractured item
inreliability. A six-sigma/quality defect refers generally to non-confornmance with a requirenent (e.g. basic
functionality or a key dinension). Itenms can, however, fail over tine, even if these requirenents are all fulfilled.
Quality is generally not concerned with asking the crucial question "are the requirenents actually correct?", whereas
reliability is.

Reliability operational assessment [ edit ]

Once systens or parts are being produced, reliability engineering attenpts to nonitor, assess, and correct
deficiencies. Mnitoring includes electronic and visual surveillance of critical paranmeters identified during the
fault tree analysis design stage. Data collection is highly dependent on the nature of the system Most |arge

organi zations have quality control groups that collect failure data on vehicles, equipnent and nachi nery. Consumer
product failures are often tracked by the nunber of returns. For systens in dormant storage or on standby, it is
necessary to establish a formal surveillance programto inspect and test random sanples. Any changes to the system
such as field upgrades or recall repairs, require additional reliability testing to ensure the reliability of the
nodi fication. Since it is not possible to anticipate all the failure nodes of a given system especially ones with a
human el enent, failures will occur. The reliability programal so includes a systematic root cause anal ysis that
identifies the causal relationships involved in the failure such that effective corrective actions may be inpl enented.
When possible, systemfailures and corrective actions are reported to the reliability engineering organization.

Some of the nopbst conmon nethods to apply to a reliability operational assessnent are failure reporting, analysis, and
corrective action systens (FRACAS). This systenatic approach develops a reliability, safety, and |ogistics assessnent
based on failure/incident reporting, managenent, analysis, and corrective/preventive actions. Organizations today are
adopting this nethod and utilizing conmercial systens (such as Web-based FRACAS applications) that enable themto
create a failure/incident data repository fromwhich statistics can be derived to view accurate and genui ne
reliability, safety, and quality metrics.

It is extrenely inportant for an organi zation to adopt a common FRACAS systemfor all end itens. Also, it should allow
test results to be captured in a practical way. Failure to adopt one easy-to-use (in terns of ease of data-entry for
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field engineers and repair shop engi neers) and easy-to-maintain integrated systemis likely to result in a failure of
t he FRACAS programitself.

Sorme of the common out puts froma FRACAS systeminclude Field MIBF, MITR, spares consunption, reliability growth
failure/incidents distribution by type, location, part no., serial no., and synptom

The use of past data to predict the reliability of new conparable systens/itens can be misleading as reliability is a
function of the context of use and can be affected by small changes in design/ manufacturing.

Reliability organizations [ edit ]

Systens of any significant conplexity are devel oped by organi zati ons of people, such as a comercial conpany or a
governnment agency. The reliability engi neering organi zati on nust be consistent with the conpany's organi zati onal
structure. For small, non-critical systens, reliability engineering may be informal. As conplexity grows, the need
arises for a formal reliability function. Because reliability is inportant to the customer, the custoner nay even
specify certain aspects of the reliability organizati on.

There are several conmon types of reliability organi zations. The project nanager or chief engineer nmay enpl oy one or
nore reliability engineers directly. In |arger organizations, there is usually a product assurance or specialty

engi neering organi zation, which may include reliability, maintainability, quality, safety, human factors, |ogistics,
etc. In such case, the reliability engineer reports to the product assurance manager or specialty engi neering nanager.

In sone cases, a conmpany nay W sh to establish an independent reliability organization. This is desirable to ensure
that the systemreliability, which is often expensive and tine-consumng, is not unduly slighted due to budget and
schedul e pressures. In such cases, the reliability engi neer works for the project day-to-day, but is actually enpl oyed
and paid by a separate organization within the conpany.

Because reliability engineering is critical to early systemdesign, it has becone common for reliability engineers,
however, the organization is structured, to work as part of an integrated product team

Education [ edit ]

Page 28



210.00155555556

Some universities offer graduate degrees in reliability engineering. Gher reliability professionals typically have a
physics degree froma university or college program Many engi neering prograns offer reliability courses, and sone
universities have entire reliability engineering prograns. Areliability engi neer nust be registered as a professional
engi neer by the state or province by law, but not all reliability professionals are engineers. Reliability engineers
are required in systens where public safety is at risk. There are nmany professional conferences and industry training
prograns available for reliability engi neers. Several professional organizations exist for reliability engineers,

i ncluding the Arerican Society for Quality Reliability Division (ASQ RD),[31] the IEEE Reliability Society, the
Anerican Society for Quality (ASQ,[32] and the Society of Reliability Engineers (SRE).[33]

A group of engineers have provided a |list of useful tools for reliability engineering. These include: PTC Wndchill
sof tware, RAM Conmander software, Rel Calc software, MIlitary Handbook 217 (M| -HDBK-217), 217Plus and the NAVNVAT
P- 4855- 1A manual . Anal yzing failures and successes coupled with a quality standards process al so provi des systenized
i nformati on to maki ng i nforned engi neering desi gns. [ 34]

See also [ edit ]

Ref erences [ edit ]

N. Diaz, R Pascual, F. Ruggeri, E. LA3pez Droguett (2017). "Mbdeling age repl acenent policy under nmultiple time
scal es and stochastic usage profiles". International Journal of Production Economics. 188: 22a€"28.

doi : 10. 1016/ .ij pe. 2017. 03. 009.

Further reading [ edit ]

US standards, specifications, and handbooks [ edit ]

http://standards. sae. org/jal000/1_199903/ SAE JA1000/1 Reliability Program Standard | npl enmentati on Gui de

UK standards [ edit ]

In the UK, there are nore up to date standards naintai ned under the sponsorship of UK MOD as Defence Standards. The
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rel evant Standards include:

DEF STAN 00-40 Reliability and Maintainability (R&M

PART 1. Issue 5: Managenent Responsibilities and Requirenents for Progranmes and Pl ans
PART 4: (ARMP-4)I1ssue 2: Cuidance for Witing NATO R&M Requi renents Docunents
PART 6: Issue 1: INSERVICE R & M

PART 7 (ARWP-7) Issue 1: NATO R&M Termi nol ogy Applicable to ARMP s

DEF STAN 00-42 RELI ABI LI TY AND MAI NTAI NABI LI TY ASSURANCE GUI DES

PART 1: |ssue 1: ONE- SHOT DEVI CES/ SYSTEMS

PART 2: |ssue 1: SOFTWARE

PART 3: |ssue 2: R&M CASE

PART 4: Issue 1: Testability

PART 5: Issue 1: I N SERVI CE RELI ABI LI TY DEMONSTRATI ONS

DEF STAN 00-43 RELI ABI LI TY AND NMAI NTAI NABI LI TY ASSURANCE ACTIVITY

PART 2: Issue 1: | N SERVI CE MAI NTAI NABI LI TY DEMONSTRATI ONS

DEF STAN 00-44 RELI ABI LI TY AND NMAI NTAI NABI LI TY DATA COLLECTI ON AND CLASSI FI CATI ON

PART 1: |ssue 2: NMAI NTENANCE DATA & DEFECT REPCORTI NG I N THE ROYAL NAVY, THE ARMY AND THE ROYAL Al R FORCE
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PART 2: |ssue 1: DATA CLASSI FI CATI ON AND | NCI DENT SENTENCI NGA€” GENERAL

PART 3: Issue 1: | NClI DENT SENTENCI NGA€” SEA

PART 4: |ssue 1: | NClI DENT SENTENCI NGA€” LAND

DEF STAN 00-45 Issue 1: RELIABILITY CENTERED MAI NTENANCE

DEF STAN 00-49 Issue 1: RELIABILITY AND MAI NTAI NABI LI TY MOD GUI DE TO TERM NOLOGY DEFI NI TI ONS

These can be obtained from DSTAN. There are al so many conmerci al standards, produced by many organi sations including
the SAE, MSG ARP, and | EE

French standards [ edit ]

FIDES [1]. The FIDES net hodol ogy (UTE-C 80-811) is based on the physics of failures and supported by the anal ysis of
test data, field returns and existing nodelling.

UTE- C 804€“810 or RDF2000 [2]. The RDF2000 net hodol ogy is based on the French tel ecom experience.
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